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Abstract. Motivated by the physical theory of Critical Dynamics the Cahn-Hilliard equation on a bounded space domain is considered and forcing terms of general type are introduced. For such a rescaled equation the limiting interface problem is studied and the following are derived: (i) asymptotic results indicating that the forcing terms may slow down the equilibrium locally or globally, (ii) the sharp interface limit problem in the multidimensional case demonstrating a local influence in phase transitions of terms that stem from the chemical potential, while free energy independent terms act on the rest of the domain, (iii) a limiting non-homogeneous linear diffusion equation for the one-dimensional problem in the case of deterministic forcing term that follows the white noise scaling.

1. Introduction.

1.1. Generalized Cahn-Hilliard models. Non-equilibrium physical systems are systems of unstable configuration and of no detailed balance, abundantly met in nature. These systems are not yet in an equilibrium state because of the presence of slow relaxation and of possible external driving current. As a result, slowing down of the dynamics and phase transitions between non-equilibrium stationary states may be observed. The phase separation is described by a quantity, called order parameter, which takes non zero values in the ordered phases whereas it vanishes in the disordered phase, see [33]. For example, for a ferromagnetic system undergoing a phase transition, the order parameter is the net magnetization. For solid/liquid or liquid/gas transitions, it is the density. In the classical theory of phase transitions, generalized equations of Cahn-Hilliard type are of conserved order parameter and are described as Model B according to the universality classification of Hohenberg
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Such equations should be considered as mesoscopic models since they are obtained after taking averages of physical observables at a microscopic level (see e.g. [34], [29]).

In the present paper, we consider generalized Cahn-Hilliard equations of the form
\[ \partial_{\tau} U = \Delta(-\epsilon^2 \Delta U + f'(U) + F_2(x, \tau; \epsilon)) + F_1(x, \tau; \epsilon), \quad x \in \Omega, \quad \tau > 0. \]  
(1.1)

Herein, \( U \) is normalized taking values in \([-1, 1]\). The parameter \( \epsilon > 0 \) is a measure of the width of inner interfaces that may be developed along phase transitions during time evolution, \( f'(U) = \partial_U f(U) = \partial_U (\frac{1}{4} (U^2 - 1)^2) = U(U^2 - 1) \), \( F_1 \) and \( F_2 \) are real functions defined on a bounded domain \( \Omega \subset \mathbb{R}^n, n \leq 3 \), for any \( \tau > 0 \), and \( f = \frac{1}{4} (U^2 - 1)^2 \) is a double equal-well potential taking its global minimum value 0 at \( U = \pm 1 \), [8], [1].

Setting \( F_1 = F_2 = 0 \), equation (1.1) becomes the standard Cahn-Hilliard equation, proposed by Cahn and Hilliard in [8], [9] as a simple phase separation model of a binary alloy at a fixed temperature. The order parameter \( U \) is the normalized local concentration of one of the alloy components at time \( t \). The values \( U = \pm 1 \) correspond to the equilibrium concentrations. The function \( f'(U) \) is nonlinear and models the tendency of a two species alloy, forced to homogenization, to return in a two separated phases equilibrium. The gradient dynamics of the equation are generated by the free energy functional
\[ F_E[U] := \int_{\Omega} \left( \frac{1}{2} \epsilon^2 |\nabla U|^2 + f(U) \right) dx. \]  
(1.2)

The standard Cahn-Hilliard model was extended by Cook [11] (see also [34]) to incorporate thermal fluctuations in the form of an additive noise. The resulting equation
\[ \partial_{\tau} U = \Delta(-\epsilon^2 \Delta U + f'(U)) + \xi(x, \tau) \]  
(1.3)

is usually called Cahn-Hilliard-Cook, where \( \xi \) is in general a Gaussian noise.

The general Cahn-Hilliard equation in the form (1.1) was also derived in [23] based on the balance law for microforces. The term \( F_2 \) appearing in (1.1) stands for the external fields, see [25], [23]. In [30], for example, the authors apply the Kawasaki exchange dynamics to derive a modified Cahn-Hilliard equation where \( F_2 \) describes the external gravity field. In Model B of [25] the \( F_1 \) term is the conservative white noise in accordance with the Cahn-Hilliard-Cook model. On the other hand, following [23], the quantity \( F_1 \) describes the external mass supply. Such a model is described for example in [3], in order to model spinodal decomposition in the presence of a moving particle source, as a mechanism for the formation of Liesengang bands. The source term \( F_1 \) is a deterministic Gaussian function.

As far as the stochastic Cahn-Hilliard equations are concerned, equations such as (1.3) are primarily studied in the mathematical literature. They are given a rigorous meaning through stochastic integration (see e.g. [12], [42]) when, for example, \( \xi(x, \tau) \) is the usual space-time white noise, see e.g. [13], [7] and references cited therein. The authors in [17] study the case when the correlation is a smoother function in the space variables. The case of the derivative noise, in one space dimension, is studied in [14] allowing a certain monotonicity in the nonlinearity. A survey on the stochastic Cahn-Hilliard-Cook equation, including numerical results and conjectures concerning the nucleation problem, is presented in [7]. Results for the noisy Cahn-Hilliard equation can be also of great interest for the studying of coarsening (Ostwald ripening) where the displacement of bubbles is generally neglected, but may increase the frequency of collisions, ([4], [2], [27]).
A different example of generalized Cahn-Hilliard equations appears as a mesoscopic model for surface reactions. For instance, the authors in [24, 29, 28] consider a combination of Arrhenius absorption/desorption dynamics, Metropolis surface diffusion and simple unimolecular reaction to obtain a mesoscopic Cahn-Hilliard equation. Motivated by this model, where the external force field described by the pressure function \( p(\tau, x) \) acting on the surface of the reaction enters the equation as a multiplicative term, we also consider the following generalized Cahn-Hilliard equation:

\[
\partial_\tau U = \Delta (-\epsilon^2 \Delta U + f'(U) + F_2(x, \tau; \epsilon)) + F_1(x, \tau; \epsilon)(1 - U).
\]

(1.4)

1.2. Main Results. A well-known result formally obtained by Pego [37] and rigorously derived by Alikakos, Bates and Chen [1] shows that the sharp interface problem for the multidimensional homogeneous Cahn-Hilliard equation is the homogeneous Hele-Shaw problem. Dynamics for the one-dimensional Cahn-Hilliard equation in a neighborhood of an equilibrium having \( N + 1 \) transition layers have been studied among others by Bates and Xun in [5], [6]. Motivated by the homogeneous problem we will analyze the sharp interface motion for nonhomogeneous Cahn-Hilliard equations of the form (1.1) and (1.4). We will employ formal asymptotics for the derivation of the equations of motion of the interfaces separating the \( U = \pm 1 \) phases of the alloy. Rescaling time, we set \( t := \epsilon \tau \) and \( u(x, t) := U(x, \tau) \).

The domain \( \Omega \) gets the decomposition

\[
\Omega = \Omega^+_\epsilon(t) \cup \Omega^-_\epsilon(t) \cup \Omega^I_\epsilon(t)
\]

such that

\[
u \approx 1 \text{ for } x \in \Omega^+_\epsilon(t) \text{ and } u \approx -1 \text{ for } x \in \Omega^-_\epsilon(t),
\]

where \( \Omega^I_\epsilon(t) \) is a narrow interfacial region of thickness \( \epsilon \).

1. We first study the asymptotic behavior of (1.1) as \( \epsilon \to 0^+ \) for the case \( n \geq 2 \) in the \( t \) scale, i.e. we consider

\[
\partial_\tau u = \Delta (-\epsilon \Delta u + \epsilon^{-1} f'(u) - G_2(x, \tau; \epsilon)) + G_1(x, \tau; \epsilon)
\]

(1.5)

where \( G_1(x, \tau; \epsilon) := \epsilon^{-1} F_1 \), \( G_2(x, \tau; \epsilon) := -\epsilon^{-1} F_2 \), and \( F_1, F_2 \) must be of order \( O(\epsilon^{1+\gamma}) \) with \( \gamma \geq 0 \). We assume that \( G_1, G_2 \) are smooth and uniformly bounded for any \( x \in \Omega, \ t > 0 \) as \( \epsilon \to 0^+ \), and show how they slow down the equilibrium by deriving their local and global contribution to a non-homogeneous Hele-Shaw limit problem.

We supplement the Cahn-Hilliard equation with an initial condition \( u_0 \) and assume that the interface has been formed initially, that is there exists a smooth closed \( n - 1 \) dimensional hypersurface \( \Gamma_0 \subset \subset \Omega \) such that \( u_0 \approx -1 \) in the open region enclosed by \( \Gamma_0 \) and \( u_0 \approx 1 \) elsewhere in \( \Omega \). We formally show that \( v := \lim_{\epsilon \to 0^+} (\epsilon \Delta u - \epsilon^{-1} f'(u) + G_2) \) satisfies the Hele-Shaw free boundary problem

\[
\begin{cases}
\Delta v = \lim_{\epsilon \\to 0^+} G_1 \text{ in } \Omega \setminus \Gamma(t), \, \ t > 0 \\
\partial_n v = 0 \text{ on } \partial \Omega \\
v = \lambda H + \lim_{\epsilon \\to 0^+} G_2 \text{ on } \Gamma(t) \\
V = \frac{1}{2}(\partial_n v^+ - \partial_n v^-) \text{ on } \Gamma(t) \\
\Gamma(0) = \Gamma_0,
\end{cases}
\]

(1.6)
where $\Gamma$ is the zero level surface of $u$ contained in the region $\Omega^1$; $\Gamma$ is a closed $n-1$ dimensional hypersurface of mean curvature $H = H(t)$ and of velocity $V = V(t)$ that divides $\Omega$ in two open sets $\Omega^+(t)$, $\Omega^-(t)$. The constant $\lambda$ is positive, and $n$ is the unit outward normal vector at the inner and outer boundaries $\Gamma(t)$, $\partial \Omega$.

Furthermore, we demonstrate that $\Delta v \approx 0 + \mathcal{O}(\epsilon^2) + G_1(x, t; \epsilon) \in \Omega \setminus \Gamma(t)$, while $v \approx \lambda H + \mathcal{O}(\epsilon) + G_2(x, t; \epsilon)$ on $\Gamma(t)$. Considering the homogeneous Cahn-Hilliard, i.e. setting $G_1 = G_2 = 0$ we observe that the limit problem is the homogeneous Hele-Shaw problem with order of convergence equal to $\mathcal{O}(\epsilon^1)$. Let us now assume the non-homogeneous Cahn-Hilliard case where for some $\lambda_1, \lambda_2 > 0$ the forcing terms are of the form $G_1 = c_1(x, t)\epsilon^{\lambda_1}$ and $G_2 = c_2(x, t)\epsilon^{\lambda_2}$ for $c_1, c_2$ smooth, converging uniformly to zero functions, as $\epsilon \rightarrow 0^+$, with orders of convergence $\mathcal{O}(\epsilon^{\lambda_1})$ and $\mathcal{O}(\epsilon^{\lambda_2})$, then obviously the limit problem is again the homogeneous Hele-Shaw and the order of convergence for the new problem is equal to $\min \left\{ \mathcal{O}(\epsilon^1), \mathcal{O}(\epsilon^{\lambda_1}), \mathcal{O}(\epsilon^{\lambda_2}) \right\}$. Therefore, considering the aforementioned non-homogeneous Cahn-Hilliard equation the following cases hold true:

- If $\min\{\lambda_1, \lambda_2\} \geq 1$, then the order of convergence of the homogeneous and the non-homogeneous Cahn-Hilliard equation to the homogeneous Hele-Shaw problem is $\mathcal{O}(\epsilon^1)$ for both cases.
- If $0 < \lambda := \min\{\lambda_1, \lambda_2\} < 1$, then the convergence of the non-homogeneous equation to the homogeneous Hele-Shaw in comparison with the homogeneous Cahn-Hilliard is slowed down, since it is of order $\mathcal{O}(\epsilon^\lambda) < \mathcal{O}(\epsilon^1)$ and an analogous delay during spinodal decomposition is expected for the equilibrium.

We also study (1.4), which in $t$-scale is transformed to

$$\partial_t u = \Delta (-\epsilon \Delta u + f'(u) - G_2(x, t; \epsilon)) + G_1(x, t; \epsilon)(1 - u), \quad (1.7)$$

where $G_1 := \epsilon^{-1}F_1$ and $G_2 := -\epsilon^{-1}F_2$. If $G_1$ and $G_2$ are smooth and uniformly bounded as $\epsilon \rightarrow 0^+$ then we derive the following sharp interface problem:

$$\begin{cases}
\Delta v = 2 \lim_{\epsilon \to 0^+} G_1 \text{ in } \Omega^- \quad \text{and} \quad \Delta v = 0 \text{ in } \Omega^+ \\
\partial_n v = 0 \text{ on } \partial \Omega \\
v = \lambda H + \lim_{\epsilon \to 0^+} G_2 \text{ on } \Gamma(t) \\
V = \frac{1}{2} (\partial_n v^+ - \partial_n v^-) \text{ on } \Gamma(t) \\
\Gamma(0) = \Gamma_0.
\end{cases} \quad \text{(1.8)}$$

Here, the forcing term $G_1$ appears in the limit only in the $-1$ phase.

2. Let $t = \epsilon \tau$, given the time scaling $\beta(t) = \sqrt{\epsilon} \beta(\frac{t}{\epsilon})$ of a standard Brownian motion $\beta(t)$, the time white noise $\dot{\beta}(t)$ which can be considered as the derivative of $\beta(t)$ in the sense of distributions scales as follows, [36]:

$$\dot{\beta}(t) = \frac{1}{\sqrt{\epsilon}} \dot{\beta}(\tau). \quad \text{(1.9)}$$

In an analogous way the space-time noise could be considered as the time derivative, in the sense of distributions, of an $H$-valued process

$$W(t) = \sum_{t=1}^{\infty} \sqrt{\epsilon} \beta(t), \quad t \geq 0, \quad \text{(1.10)}$$
with covariance operator $Q$, where $H$ is a properly defined Hilbert space, $\{e_l(x)\}$ is an orthonormal basis of $H$, $\{\beta_l\}$ is a family of real-valued independent Brownian motions, $Q$ is of trace class and $\gamma_l$ are the eigenvalues of $Q$ (see e.g. [12], [26]). For example, in the case of equation (1.3) defined on $[0,1]$, $H=L^2([0,1])$ and the family $\{e_l(x)\}$ is the orthonormal system of eigenfunctions for the Laplace operator defined on $[0,1]$ with the proper boundary conditions. The representation (1.10) is also given a meaning in the case where $Q$ has an infinite trace by defining a cylindrical Wiener process, see [12], [26]. This is the case for example of the white noise where $Q$ is the identity operator with $\gamma_l = 1$.

The spectral approximation of the noise obtained by truncating (1.10) is defined as follows:

$$\xi_N(x,t) = N \sum_{l=1}^N \gamma_l^{1/2} e_l(x) \dot{\beta}_l(t), \ t \geq 0. \quad (1.11)$$

It is apparent from (1.10), (1.11) that the space-time white noise as well as the truncated one follow the scaling (1.9). Using the truncated noise (1.11) e.g. in (1.3), instead of the full noise, we come up with an approximate equation that can be used for approximating the solution of (1.3), cf. [38], [35].

Moreover, following [21], $\dot{\beta}_l$ can be approximated by smooth independent stochastic processes $\sigma^{-\gamma} \zeta_l(\sigma^{-2\gamma} t)$, $t > 0$, $0 < \gamma < 1/3$, as $\sigma \to 0$. Herein, $\zeta_l \in C^1$ in $t$ (a.s.) and $|\zeta_l|, |\dot{\zeta}_l| \leq M$, for some non-random $M > 0$, $E[\zeta_l(t)] = 0$ and $\zeta_l$ are stationary and satisfy a strongly mixing condition. In this way making use of (1.11) we can obtain a smooth approximation of the space-time white noise. Note that, this is not the only way to approximate the noise and preserve the time scaling (1.9). The standard analytical way is by mollifying the noise term, cf. [20]. One can also obtain different approximations of the space-time white noise that preserve the time scaling (1.9) by projecting the noise on different finite dimensional subspaces. These approximations can be used for the construction of efficient numerical schemes for the fully stochastic problem, see e.g. [15], [40], [41], [31], [32].

In the $t$-scale in one dimension, if $F_2 = 0$ and $F_1 = F_1(x, \tau)$ then (1.1) is transformed to

$$\partial_t u = \Delta(-\epsilon \Delta u + \epsilon^{-1} f'(u)) + \xi(x,t) \text{ in } \Omega, \quad (1.12)$$

where $\xi(x,t) := \epsilon^{-1} F_1$. Smooth approximations of a white noise preserving the white noise scaling are suitable for the analytic study of stochastic models from a deterministic point of view. Motivated by the Cahn-Hilliard-Cook model (1.3) for which an analysis of the interface motion for a given realization (in the underlying probability space) is a challenging open problem, we are lead to the study, as a first step, of a nonhomogeneous Cahn-Hilliard equation. Driven by (1.9), (1.10) and (1.11), we consider a deterministic $\xi$ satisfying the white noise scaling

$$\xi(x,\tau) = \frac{1}{\sqrt{\epsilon}} \xi(x,\tau).$$

Replacing $\xi(x,t)$ in (1.12) and using that $\tau = t/\epsilon$ we arrive at

$$\partial_t u = \Delta(-\epsilon \Delta u + \epsilon^{-1} f'(u)) + \frac{1}{\sqrt{\epsilon}} \xi\left(x, \frac{t}{\epsilon}\right), \ x \in \Omega, \ t > 0, \quad (1.13)$$

where $\Omega$ is a bounded domain in $\mathbb{R}$, while the function $\xi(x, \frac{t}{\epsilon})$ is assumed to be uniformly bounded for any $x$ as a function of $\tau = \frac{t}{\epsilon}$.
We study the limit problem for (1.13) by applying a novel asymptotic expansion consisting of four variables (due to the scaling of the $\xi$ term) and show that with this time scaling we are at a time regime where the linearized non-homogeneous Cahn-Hilliard equation is dominant. We actually prove in $\tau$ variable that
\begin{equation}
\partial_{\tau} u_{1/2}(x, \tau) = f''(1)\Delta u_{1/2}(x, \tau) + \xi(x, \tau) + O(\sqrt{\epsilon}) \text{ on } \Omega \setminus \Omega_{\epsilon},
\end{equation}
for $u = 1 + \sqrt{\epsilon} u_{1/2}(x, \tau) + O(\epsilon)$. The absence of inner boundary conditions on the limit observed in formal analysis is a result of the lower order approximation $O(\sqrt{\epsilon})$ which simulates a slower time scale. Since oscillations are observed only in $\Omega \setminus \Gamma$ while the inner boundary remains fixed this implies that noise-like forcing slows down the evolution.

The proposed deterministic asymptotic expansion gives new insights on treating the stochastic case. In fact, equation (1.13) and the resulting limit problem may serve as toy models for a rigorous asymptotic analysis of the stochastic Cahn-Hilliard with additive noise. Deterministic forcing strength may model an analogous noise strength of a certain order in $\epsilon$. The asymptotic results presented in this paper for the deterministic case agree with stochastic numerical simulations. In [39] the authors demonstrate experimentally that increasing of the noise strength during spinodal decomposition leads to more diffuse interfaces and slower transitions.

The paper is organized as follows: some preliminaries are given in Section 2; the multidimensional case is presented in Section 3, and the case of the time-scaled non-homogeneous term in one-dimension is studied in Section 4.

2. Preliminaries. Let us consider the homogeneous Cahn-Hilliard equation stemming from (1.1) by setting $F_1 = F_2 = 0$. If $\partial_n$ is the derivative along the normal vector $n$ of $\partial \Omega$, then integrating (1.1) over $\Omega$ we get
\begin{equation}
\partial_{\tau} m(\tau) = \int_{\partial \Omega} \partial_n(-\epsilon^2 \Delta U + f'(U)) \, ds,
\end{equation}
where $m(\tau) = \int_{\Omega} U(x, \tau) \, dx$. Obviously, (2.15) gives mass conservation if the following boundary condition holds
\begin{equation}
\partial_n(-\epsilon^2 \Delta U + f'(U)) = 0 \text{ on } \partial \Omega.
\end{equation}
Differentiating (1.2) with respect to $\tau$ and by making use of (1.1) we arrive at
\begin{equation}
\partial_{\tau}(F_E[U](\tau)) = -\int_{\Omega} |\nabla(-\epsilon^2 \Delta v + f'(U))|^2 \, dx,
\end{equation}
which is a total free energy decreasing condition. A complete mathematical analysis of the initial boundary value problem for the homogeneous Cahn-Hilliard equation with boundary conditions $\partial_n U = 0$ and (2.16) was given in [16].

Let us introduce now the $\epsilon$-dependent smooth forcing terms $\widetilde{F}_1$ and $F_2$ as follows:
\begin{equation}
\partial_{\tau} U = \Delta(-\epsilon^2 \Delta U + f'(U) + F_2(x, \tau; \epsilon)) + \widetilde{F}_1(x, \tau, U(x, \tau); \epsilon), \quad x \in \Omega, \ \tau > 0.
\end{equation}
Integrating (2.18) over $\Omega$, we arrive at
\begin{equation}
\partial_{\tau} m(\tau) = \int_{\partial \Omega} \partial_n(-\epsilon^2 \Delta U + f'(U) + F_2(x, \tau; \epsilon)) \, ds + \int_{\Omega} \widetilde{F}_1(x, \tau, U(x, \tau); \epsilon) \, dx.
\end{equation}
Obviously, a Neumann boundary condition on the chemical potential of the form
\begin{equation}
\partial_n(-\epsilon^2 \Delta U + f'(U) + F_2(x, \tau; \epsilon)) = 0 \text{ on } \partial \Omega,
\end{equation}
for $u = 1 + \sqrt{\epsilon} u_{1/2}(x, \tau) + O(\epsilon)$, is satisfied.
when \( \tilde{F}_1 = 0 \) or when \( \tilde{F}_1(x, \tau, U(x, \tau); \epsilon) := F_1(x, \tau; \epsilon) \) for \( \int_{\Omega} F_1(x, \tau; \epsilon) dx = 0 \),
gives mass conservation for the model (2.18). In general, due to the presence of the external force field \( F_2 \) and the external mass supply, a free energy decreasing is not expected. For example, when \( F_2 = 0 \) and assuming (2.16), the free energy decreases when the rate of change of the free energy \( \int_{\Omega} |\nabla(-\epsilon^2 \Delta v + f'(U))|^2 dx \) dominates the rate \( \int_{\Omega} (-\epsilon^2 \Delta v + f'(U)) \tilde{F}_1 dx \) at which the free energy contains mass supply \( \tilde{F}_1 \).

The mathematical analysis of the problem when \( F_2 = 0 \) and \( F_1 \) is in \( L^2 \) is given in [43], [16].

The asymptotic analysis of the rescaled homogeneous Cahn-Hilliard has attracted a lot of attention. In [1, 37] the authors derived that the homogeneous Cahn-Hilliard equation on the limit \( (\epsilon \rightarrow 0^+) \) is related to a Hele-Shaw problem that describes evolution process after spinodal decomposition during coarsening stage. More specifically, for \( \epsilon > 0 \), the following conservative and free energy decreasing initial, and boundary value problem is considered:

\[
\begin{align*}
\partial_t u(x, t; \epsilon) &= \Delta(-\epsilon \Delta u + \epsilon^{-1} f'(u)), \quad x \in \Omega, \quad t > 0 \\
u(x, 0) &= u_0(x) \\
\partial_n u &= \partial_n(-\epsilon \Delta u + \epsilon^{-1} f'(u)) = 0 \text{ on } \partial \Omega.
\end{align*}
\]

(2.21)

Here \( \Omega \) is a bounded domain in \( \mathbb{R}^n \), \( n \geq 2 \). There exists a smooth closed \( n - 1 \) dimensional hypersurface \( \Gamma_0 \) in \( \Omega \) such that, \( [1], v := \lim_{\epsilon \rightarrow 0^+} (\epsilon \Delta u - \epsilon^{-1} f'(u)) \) satisfies the following perimeter shortening and volume preserving Hele-Shaw free boundary problem:

\[
\begin{align*}
\Delta v &= 0 \quad \text{in } \Omega \setminus \Gamma(t), \quad t > 0, \\
\partial_n v &= 0 \quad \text{on } \partial \Omega, \\
v &= \lambda H \quad \text{on } \Gamma(t), \\
V &= \frac{1}{2} (\partial_n v^+ - \partial_n v^-) \quad \text{on } \Gamma(t), \\
\Gamma(0) &= \Gamma_0,
\end{align*}
\]

(2.22)

where \( \Gamma, H, V, \Omega^+, \Omega^- \) and \( \lambda \) are defined as in (1.6).

3. **Asymptotics-multidimensional case.**

3.1. **The \( \mathcal{O}(\epsilon) \) limit problems.** Our aim in this section is the study of the asymptotic behavior of the non-homogeneous Cahn-Hilliard equation (1.5) as \( \epsilon \rightarrow 0^+ \). Let \( v(\epsilon) := \epsilon \Delta u - \epsilon^{-1} f'(u) + G_2 \) (chemical potential term). We define \( v_0 \) such that

\[
v(\epsilon) = v_0 + \epsilon v_1 + \mathcal{O}(\epsilon^2).
\]

Let \( d = d(x, t) \) be the signed distance function from the inner boundary. We set \( z := \frac{d}{\epsilon}, \) assume that \( v_1 \) is of the form \( \bar{Q}(z) := v_1, \) and show that \( v_0 \) which is the \( \mathcal{O}(\epsilon) \)-approximation of \( v(\epsilon) \) satisfies the following problem

\[
\begin{align*}
\Delta v_0 &= G_1 + \mathcal{O}(\epsilon^2) \quad \text{in } \Omega \setminus \Omega_1^+(t), \quad t > 0 \\
v_0 &= \lambda H + G_2 + \mathcal{O}(\epsilon) \quad \text{on } \Omega_1^+(t) \\
V &= \frac{1}{2} (\bar{Q}_z(+\infty) - \bar{Q}_z(-\infty)) + \mathcal{O}(\epsilon^2) \quad \text{on } \Omega_1^+(t),
\end{align*}
\]

(3.23)

where \( H \) and \( V \) are the mean curvature and velocity respectively of the zero level surface \( \Gamma^+(t) \) contained in the interfacial region \( \Omega_1^+(t) \). This implies formally on the limit the non-homogeneous Hele-Shaw problem (1.6).
The non-homogeneous terms may lead to a slower equilibrium. To clarify our point, let us assume for \( \lambda_1, \lambda_2 > 0 \) that \( G_1 := \epsilon^{\lambda_1} c_1(x,t) \) and \( G_2 := \epsilon^{\lambda_2} c_2(x,t) \), for \( c_1, c_2 \) bounded. In this case (3.23) converges to the homogeneous Hele-Shaw problem with order

\[
\min\{O(\epsilon), O(\epsilon^{\lambda_1}), O(\epsilon^{\lambda_2})\}.
\]

Obviously, if \( \lambda := \min\{\lambda_1, \lambda_2\} \geq 1 \) then the order of convergence for the homogeneous and non-homogeneous Cahn-Hilliard equation to a homogeneous Hele-Shaw problem is \( O(\epsilon) \), while if \( 0 < \lambda < 1 \) the convergence for the non-homogeneous Cahn-Hilliard is of lower order \( O(\epsilon^\lambda) \). If \( G_1, G_2 \) are independent of \( \epsilon \), then the limit problem for the non-homogeneous Cahn-Hilliard is a non-homogeneous Hele-Shaw problem.

Keeping the same notation as in (3.23) we now consider equation (1.7). After linearizing \( G_1(1-u) \) we arrive at the following problem

\[
\begin{align*}
\Delta v_0 &= 2G_1 + O(\epsilon^2) \quad \text{in } \Omega^-, \ t > 0 \\
\Delta v_0 &= 0 + O(\epsilon^2) \quad \text{in } \Omega^+, \ t > 0 \\
v_0 &= \lambda H + G_2 + O(\epsilon) \quad \text{on } \Omega^i(t) \\
V &= \frac{1}{2}(\bar{Q}_z(+\infty) - \bar{Q}_z(-\infty)) + O(\epsilon^2) \quad \text{on } \Omega^i(t)
\end{align*}
\] (3.24)

and derive the limit problem (1.8). In this case, the inner and outer problem satisfy a different equation as the term \( G_1 \) seems to contribute only in the \(-1\)-phase.

3.2. Formal Analysis. Let \( v(\epsilon) := \epsilon \Delta u - \epsilon^{-1} f'(u) + G_2 \). Then (1.5) can be written in a system form

\[
\begin{align*}
\partial_t v &= -\Delta v + G_1 \\
v &= -\frac{f'(u)}{\epsilon} + \epsilon \Delta u + G_2.
\end{align*}
\] (3.25)

We construct an inner solution close to the interface, an outer solution away from the interface, and with the appropriate matching we pass to the limit and derive the corresponding free boundary problem. We also assume that the interface \( \Gamma \) does not intersect the boundary.

**Outer expansion.** We consider that the inner interface is known and seek the outer expansion far from the interface, i.e. seek an expansion in the form

\[
\begin{align*}
u &= u_0 + \epsilon u_1 + \cdots, \\
v &= v_0 + \epsilon v_1 + \cdots,
\end{align*}
\]

where ‘…’ denote higher order terms and \( u_0, \cdots, v_0, \cdots \) are smooth functions. We insert the outer expansion into (3.25)\_2 and obtain

\[
v_0 + \epsilon v_1 + O(\epsilon^2) = -\frac{1}{\epsilon} (f'(u_0) + \epsilon f''(u_0) u_1 + O(\epsilon^2)) \\
+ \epsilon \Delta (u_0 + \epsilon u_1 + O(\epsilon^2)) + G_2 + O(\epsilon^2).
\] (3.26)

Collecting the \( O\left(\frac{1}{\epsilon}\right) \) terms in (3.26) we arrive at \( f'(u_0) = 0 \), since \( f'(u) = u^3 - u = \frac{1}{4} \frac{d}{dt} (u^2 - 1)^2 \) is the derivative of a double equal-well potential taking its global minimum value 0 at \( u = \pm 1 \), we get \( u_0 = \pm 1 \), as in Remark 4.1. (1) of [1]. Further, we collect the \( O(1) \) terms in (3.26) and get \( v_0 = -f''(u_0) u_1 + G_2 + O(\epsilon^2) \) which
obtain the following expression
\[ 2 \text{fixed,}[37]. \] We insert the inner expansion into (3.25) and have
\[ \partial_t(u_0 + e u_1 + \mathcal{O}(\epsilon^2)) = -\Delta(v_0 + e v_1 + \mathcal{O}(\epsilon^2)) + G_1, \]
which after collecting the \( \mathcal{O}(1) \) terms gives
\[ -\Delta v_0 + G_1 = 0 + \mathcal{O}(\epsilon^2). \]
Collecting finally the \( \mathcal{O}(\epsilon) \) terms we get
\[ \partial_t u_1 = -\Delta v_1. \]

**Inner expansion.** Let \( x \) be a point in \( \Omega \) that at time \( t \) is near the interface \( \Gamma(t) \). Introduce the stretched normal distance to the interface, \( z := \frac{d}{\epsilon} \), where \( d(x,t) \) is the signed distance from the point \( x \) in \( \Omega \) to the interface \( \Gamma(t) \), such that \( d(x,t) > 0 \) in \( \Omega^+_t \), \( d(x,t) < 0 \) in \( \Omega^-_t \). Obviously \( \Gamma \) has the representation
\[ \Gamma(t) = \{ x \in \Omega : d(x,t) = 0 \}. \]
Near \( \Gamma \), if \( \Gamma \) is smooth, then \( d \) is smooth and \( |\nabla d| = 1 \) in a neighborhood of \( \Gamma \). Following [1] and [37], we seek for an inner expansion valid for \( x \) near \( \Gamma \) of the form
\[
\begin{align*}
u &= q \left( \frac{d(x,t)}{\epsilon}, x, t \right) + e Q \left( \frac{d(x,t)}{\epsilon}, x, t \right) + \cdots, \\
v &= \tilde{q} \left( \frac{d(x,t)}{\epsilon}, x, t \right) + e \tilde{Q} \left( \frac{d(x,t)}{\epsilon}, x, t \right) + \cdots,
\end{align*}
\]
where ‘\( \cdots \)’ denote higher order terms and \( q, Q, \cdots, \tilde{q}, \tilde{Q}, \cdots \) are smooth. It will be convenient to require that the quantities depending on \((z,x,t)\) are defined for \( x \) in a full neighborhood of \( \Gamma \) but do not change when \( x \) varies normal to \( \Gamma \) with \( z \) held fixed, [37]. We insert the inner expansion into (3.25), utilize that \( |\nabla d|^2 = 1 \) and obtain the following expression
\[
\tilde{q} + e \tilde{Q} + \mathcal{O}(\epsilon^2) = -\frac{1}{e} (f'(q) + e f''(q) Q) + e \left( \frac{\partial_z q}{\epsilon} \Delta d + \frac{\partial_{zz} q}{\epsilon^2} + \partial_z Q \Delta d + \frac{\partial_{zz} Q}{\epsilon} \right) + G_2.
\tag{3.27}
\]
We collect the order \( \mathcal{O}\left(\frac{1}{\epsilon}\right) \) and get
\[ \partial_{zz} q - f'(q) = 0. \]
By matching now the terms of order \( \mathcal{O}(1) \) in (3.27), we obtain
\[ \tilde{q} + \mathcal{O}(\epsilon) = -f''(q) Q + \partial_{zz} Q + G_2 + \partial_z q \Delta d, \]
or equivalently
\[ \tilde{q} - \partial_z q \Delta d = \partial_{zz} Q - f''(q) Q + G_2 + \mathcal{O}(\epsilon). \tag{3.28} \]
We define for \( Q(z) \) the linear operator
\[ L Q = \partial_{zz} Q - f''(q) Q \]
which is the linearized Allen-Cahn operator. Then (3.28) is written as
\[ \tilde{q} - \partial_z q \Delta d = L Q + G_2 + \mathcal{O}(\epsilon). \tag{3.29} \]
This equation is solvable if for any \( \chi \in \text{Ker} L^* \) holds that
\[ \chi \perp (\tilde{q} - \partial_z q \Delta d - G_2), \]
or equivalently if
\[ \int_{-\infty}^{\infty} (\tilde{q} - \partial_z q \Delta d - G_2) \chi \, dz = 0. \] (3.30)

Obviously for any \( x \) on \( \Gamma \) holds that \( d(x, t) = 0, \Delta d(x, t) = H \). Replacing in (3.30) we obtain the sufficient condition on the interface
\[ \tilde{q} = \lambda H + G_2 + O(\epsilon). \] (3.31)

Plugging the inner expansion into (3.25) we get
\[ \frac{\partial_z q}{\epsilon} dt + \partial_z Q dt + O(\epsilon) = -\left( \frac{\partial_z \tilde{q}}{\epsilon} \Delta d + \frac{\partial_{zz} \tilde{q}}{\epsilon^2} + \partial_z \tilde{Q} \Delta d + \frac{\partial_{zz} \tilde{Q}}{\epsilon} \right) + G_1. \] (3.32)

We collect the \( O\left(\frac{1}{\epsilon^2}\right) \) terms and arrive at
\[ \partial_{zz} \tilde{q} = 0 \]
which implies that
\[ \tilde{q} = a(x, t) z + b(x, t). \]

For further progress, the matching condition for the inner and outer expansions must be developed. In general, these are obtained by the following procedure ([10]). Fixing \( x \) on \( \Gamma \), we seek to match the expansions by requiring formally
\[ \tilde{q} + \epsilon \tilde{Q} + O(\epsilon^2) = v_0 + \epsilon v_1 + O(\epsilon^2), \]
\[ v_0 = \lim_{z \to -\infty} \tilde{q} = \lim_{z \to -\infty} (a(x, t) z + b(x, t)). \]

Matching as \( z \to \infty \), we obtain \( a = 0 \) and thus \( \tilde{q} = b \). So, utilizing (3.31) we have that on the interface
\[ v_0 = \lambda H + G_2 + O(\epsilon). \]

What is missing is the evolution law, which should come from the inner expansion.

From (3.32), collect the \( O\left(\frac{1}{\epsilon}\right) \) terms and get
\[ \frac{\partial_z q}{\epsilon} dt + \partial_z Q dt + O(\epsilon) = -\left( \frac{\partial_z \tilde{q}}{\epsilon} \Delta d + \frac{\partial_{zz} \tilde{q}}{\epsilon^2} + \partial_z \tilde{Q} \Delta d + \frac{\partial_{zz} \tilde{Q}}{\epsilon} \right) + G_1. \]

Recall that \(-d_t = V\), while \( \Delta d = H \) [1], and integrate over \( z \) from \(-\infty\) to \( \infty \) to get
\[ -\int_{-\infty}^{\infty} \partial_z q V \, dz = -\int_{-\infty}^{\infty} \partial_{zz} \tilde{Q} \, dz + O(\epsilon^2). \]

From the matching conditions we get
\[ q(+\infty) = 1 + O(\epsilon^3), \quad q(-\infty) = -1 + O(\epsilon^3), \]
hence
\[ V = \frac{1}{2} [\partial_z \tilde{Q}(+\infty) - \partial_z \tilde{Q}(-\infty)] + O(\epsilon^2). \]

Thus, by (3.23) we notice that the forcing \( G_1 \) influences globally the evolution process, while \( G_2 \) has a local contribution on the interface.

For the mesoscopic model case, ([24, 29, 28]), we consider equation (1.7). Let
\[ v(\epsilon) := \epsilon \Delta u - \frac{f(u)}{\epsilon} + G_2; \] then (1.7) is written in a system form as follows:
\[ \begin{cases} 
\partial_t u &= -\Delta v + G_1 (1 - u), \\
v &= -\frac{f'(u)}{\epsilon} + \epsilon \Delta u + G_2. 
\end{cases} \] (3.33)
Keeping the same notation and following the same derivation as above, we derive (3.24) by linearizing \(G_1(1-u)\). In particular, if \(u_0 \approx -1\), then \(\Delta v_0 = 2G_1 + O(\epsilon^2)\), while if \(u_0 \approx 1\), then \(\Delta v_0 = 0 + O(\epsilon^2)\). We note that \(u_0 \approx -1\) in \(\Omega^-\), while \(u_0 \approx 1\) in \(\Omega^+\).

**Remark:** Keeping the same definitions as in (1.6), we consider for \(\lambda > 0\) a non-homogeneous Hele-Shaw free boundary problem

\[
\begin{align*}
\Delta v &= A(x,t) \quad \text{in } \Omega \setminus \Gamma(t), \quad t > 0 \\
\partial_n v &= 0 \quad \text{on } \partial \Omega \\
v &= \lambda H + B(x,t) \quad \text{on } \Gamma(t) \\
V &= \frac{1}{2}(\partial_n v^+ - \partial_n v^-) \quad \text{on } \Gamma(t) \\
\Gamma(0) &= \Gamma_0,
\end{align*}
\]

(3.34)

where \(A\) and \(B\) are smooth functions. By making use of the mean curvature and velocity definitions ([18]) and replacing the boundary conditions of \(v\) on \(\Gamma\) and \(\partial \Omega\) we obtain the expressions

\[
\frac{1}{n-1} \frac{d}{dt} \text{Per}(\Gamma(t)) := -\int_{\Gamma} HV = -\frac{1}{2\lambda} \int_{\Omega \setminus \Gamma} Av + \frac{1}{\lambda} \int_{\Gamma} BV - \frac{1}{2\lambda} \int_{\Omega \setminus \Gamma} |\nabla v|^2
\]

\[
\frac{d}{dt} \text{Vol}(\Omega^-(t)) := -\int_{\Gamma} V = -\frac{1}{2} \int_{\Omega \setminus \Gamma} A.
\]

(3.35)

Obviously, the condition

\[
\frac{d}{dt} \text{Per}(\Gamma(t)) \leq 0
\]

gives minimal surface decreasing while

\[
\frac{d}{dt} \text{Vol}(\Omega^-(t)) = 0
\]

is the volume conservation condition. If \(A = B = 0\), then the evolution for any \(t\) is driven under volume conservation and surface decreasing. This is not the case for the non-homogeneous problem for any \(t\).

The term \(A\) models a forcing acting almost everywhere in \(\Omega\) affecting the two phases of the binary alloy, while \(B\) appears in phase transitions. Let us consider the case where \(A(x,t)\) is the limit as \(\epsilon \to 0^+\) of \(G_1(x,t;\epsilon)\) of the Cahn-Hilliard equation, describing for example thermal fluctuations during coarsening. We assume that fluctuations stop and \(A\) eventually vanishes after \(t = t_A\); then for any \(t > t_A\) volume conservation holds while

\[
\frac{1}{n-1} \frac{d}{dt} \text{Per}(\Gamma(t)) = \frac{1}{\lambda} \int_{\Gamma} BV - \frac{1}{2\lambda} \int_{\Omega \setminus \Gamma} |\nabla v|^2.
\]

This demonstrates that if \(B \neq 0\) in an interval \((t_A, t_B)\) then a minimal surface decreasing (i.e. \(\frac{d}{dt} \text{Per}(\Gamma(t)) \leq 0\)) is generally not reached until \(|B|\) is very small on \(\Gamma(t)\).

4. Asymptotics-one-dimensional case.
4.1. Preliminaries. We consider the non-homogeneous Cahn-Hilliard equation
\[(1.13)\]
\[\partial_t u = \Delta(-\epsilon \Delta u + \epsilon^{-1} f'(u)) + \frac{1}{\sqrt{\epsilon}} \xi(x, \frac{t}{\epsilon}), \quad x \in \Omega \subset \mathbb{R}, \quad t > 0,\]
where \(\xi(x, \frac{t}{\epsilon})\) does not stem from the chemical potential. The deterministic term \(\frac{1}{\sqrt{\epsilon}} \xi(x, \frac{t}{\epsilon})\) scales like space-time white noise. Indeed, if we consider \(\xi\) to be a gaussian space-time white noise with \(\mathbb{E}[\xi(x, \tau)] = 0\), \(\mathbb{E}[\xi(x, \tau) \xi(x', \tau')] = \delta(x - x') \delta(\tau - \tau')\), then \(\xi(x, t) = \frac{1}{\sqrt{\epsilon}} \xi(x, \frac{t}{\epsilon})\), see e.g. [42], where we have set \(\tau = \frac{t}{\epsilon}\). As it was pointed out in the introduction we can regularize the noise in different ways preserving the scaling property. Noise terms in stochastic reaction-diffusion equations with scaling parameter \(\epsilon > 0\) and bistable reaction term are usually considered to be of order \(\mathcal{O}(\epsilon^\gamma)\) (c.f. [20], [22]).

4.2. Formal analysis. There are two time scales, \(t\) and \(\tau = \frac{t}{\epsilon}\), so functions should depend on both. Moreover, there are two spatial scales: \(x\) and \(z = \frac{x}{\epsilon}\). Thus, in general we expect \(u\) to be asymptotically approximated by functions depending on \(t, \tau, x, z\) as follows:
\[u = u_0(t, \tau, x, z) + \sqrt{\epsilon} u_1(t, \tau, x, z) + \epsilon u_2(t, \tau, x, z) + \cdots, \quad (4.36)\]
where ‘\(\cdots\)’ denotes the higher order terms. By definition, outer expansion means to seek a solution \(u\) away from the interface which does not depend on \(z\), while for the inner expansion we need in principle, all variables since we are close to the interface.

The following novel asymptotic expansions consist of four variables due to the scaling of the extra term. Pego in [37] uses two scaling variables to derive the limit problem for the standard Cahn-Hilliard equation.

**Outer expansion.** First, consider the outer expansion far from the interface
\[u = 1 + \sqrt{\epsilon} u_{1/2}(t, \tau) + \epsilon v_1(t, x) + \epsilon u_1(\tau, x) + \epsilon^{3/2} v_{3/2}(t, x) + \epsilon^{3/2} u_{3/2}(\tau, x) + \epsilon^2 v_2(t, x) + \epsilon^2 u_2(\tau, x) + \cdots.\]
where \(u_{1/2}, v_1, u_1, v_{3/2}, \cdots\) are smooth functions. Taking the derivative of \(u\) on \(t\) by making use of outer solution, the following expression holds:
\[\partial_t u = \frac{1}{\sqrt{\epsilon}} \partial_\tau u_{1/2} + \epsilon \partial_t v_1 + \partial_t u_1 + \epsilon^{3/2} \partial_t v_{3/2} + \sqrt{\epsilon} \partial_\tau u_{3/2} + \epsilon^2 \partial_t v_2 + \epsilon \partial_\tau u_2 + \cdots.\]
Finally, the \( O \) keeping all definitions of Section 3, let \( \text{Inner expansion.} \)

\[ u = \tilde{m} \left( \frac{d(x,t)}{\epsilon} \right) + \sqrt{\epsilon} m_{1/2} \left( \frac{d(x,t)}{\epsilon} \right) + \sqrt{\epsilon} u_{1/2}(x,\tau) + \epsilon m_{1} \left( \frac{d(x,t)}{\epsilon} \right) + \epsilon v_{1}(t,x) + \epsilon u_{1}(\tau, x) + \epsilon^{3/2} m_{3/2} \left( \frac{d(x,t,\tau)}{\epsilon} \right) + \epsilon^{3/2} v_{3/2}(t,x) + \epsilon^{3/2} u_{3/2}(\tau, x) + \epsilon^{2} m_{2} \left( \frac{d(x,t,\tau)}{\epsilon} \right) + \epsilon^{2} v_{2}(t,x) + \epsilon^{2} u_{2}(\tau, x) + \cdots. \]

We consider the inner expansion near the interface

\( d(x,t,\tau) = x - \left( x_{0}(t) + \sqrt{\epsilon} y_{1/2}(\tau) + \epsilon x_{1}(t) + y_{1}(\tau) \right) + \cdots. \) (4.38)
Here, function $\bar{m}$ is the unique solution of the Euler-Lagrange equation

$$-\bar{m}''(z) + f'(\bar{m}(z)) = 0, \quad \text{for } z \in \mathbb{R},$$

$$\lim_{z \to \pm\infty} m(z) = \pm 1, \quad m(0) = 0,$$

where $z = \frac{d}{\epsilon}$ and $m_{1/2}, u_{1/2}, m_1, v_\ldots$ are smooth functions.

It is easy to see that since $f(m) = m^3 - m$, then it holds that

$$\bar{m}(z) = \tanh\left(\frac{z}{\sqrt{2}}\right),$$

and thus

$$\bar{m}'(z) > 0, \quad |\bar{m}(z) \pm 1| \leq c_0 e^{-a|z|}, \quad \left| \frac{d^l}{dz^l} \bar{m}(z) \right| \leq c_l e^{-a|z|}, \quad l = 1, 2, \ldots,$$

where all $z \in \mathbb{R}$, $a = \sqrt{2}$ and $c_l, l = 0, 1, \ldots$ are positive real constants. We also notice that $f'(\bar{m})$ is even, indeed,

$$f''(\bar{m}) = 3 \bar{m}^2 - 1.$$

Now, with $f(m) = \frac{1}{4}(m^2 - 1)^2$, we have $f'((\bar{m}) = \bar{m}^3 - \bar{m}$, $f''((\bar{m}) = 3\bar{m}^2 - 1$, $f'''((\bar{m}) = 6\bar{m}$, $f'''((\bar{m}) = 6$, $f^{(n)}((\bar{m}) = 0$ for $n \geq 5$, $f'(1) = 0$, $f''(1) = 2$, and $f'''(1) = 6$.

For this potential, it follows that

$$\bar{m}(z) = \tanh\left(\frac{z}{\sqrt{2}}\right), \quad \bar{m}' = \frac{1}{\sqrt{2}}(1 - \bar{m}^2).$$

Hence, it holds that

$$f'''((\bar{m}) - f'''(1) = -3\sqrt{2}\bar{m}', \quad \int_{\mathbb{R}} (\bar{m}'(z))^2 dz = \frac{2\sqrt{2}}{3}.$$

Furthermore, we notice that $\bar{m}$ is an odd function and as a result we get that

$$\int_{\mathbb{R}} (\bar{m}'(z))^2 \bar{m}(z) dz = 0,$$

since $(\bar{m}'(z))^2 \bar{m}(z)$ is also an odd function.

In the inner expansion taking $\Delta u$ and multiplying by $\epsilon$, by simple calculations the next equality follows:

$$-\epsilon \Delta u = -\frac{1}{\epsilon} \bar{m}'' - \frac{1}{\sqrt{\epsilon}} m''_{1/2} - \epsilon \sqrt{\epsilon} \Delta u_{1/2} - m''_1 - \epsilon^2 \Delta v_1 - \epsilon^2 \Delta u_1$$

$$- \sqrt{\epsilon} m''_{3/2} - \epsilon^{5/2} \Delta v_{3/2} - \epsilon^{5/2} \Delta u_{3/2} - \epsilon m''_2 - \epsilon^3 \Delta v_2 - \epsilon^3 \Delta u_2 + \cdots.$$  \(4.39\)

Adding in (4.39) the term $\frac{f'(u)}{\epsilon}$ and expanding $f'(u)$ according to the inner expansion of $u$, we seek
We observe that most of the terms in the above computation include for example
\[ \epsilon \Delta u + \frac{f'(u)}{\epsilon} = \frac{1}{\epsilon} (-\tilde{m}'' + f'('m)) \]
\[ + \frac{1}{\sqrt{\epsilon}} \left(-m'_{1/2} + f''(\tilde{m})(m_{1/2} + u_{1/2})\right) \]
\[ + \left(-m''_{1/2} + f''(\tilde{m})(m_{1/2} + v_{1} + u_{1}) + \frac{1}{2}f'''(\tilde{m})(m_{1/2} + u_{1/2})^2\right) \]
\[ + \sqrt{\epsilon} \left(\left(m_{1/2} + u_{1/2}\right)(m_{1/2} + v_{1} + u_{1})f'''(\tilde{m}) + \left(-m''_{3/2} + f''(\tilde{m})m_{3/2}\right) + f''(\tilde{m})(u_{3/2} + v_{3/2})\right) \]
\[ + \epsilon \left(\epsilon \Delta v_1 - \Delta u_1 + \frac{1}{2}f''(\tilde{m})(m_{3/2} + v_{3/2} + u_{3/2})^2 \right) \]
\[ + f'''(\tilde{m})(m_{1/2} + v_{1} + u_{1})(m_{3/2} + v_{3/2} + u_{3/2})^2 \]
\[ + \epsilon^{5/2} \left(-\Delta v_{3/2} - \Delta u_{3/2} + f''(\tilde{m})(m_{3/2} + v_{3/2} + u_{3/2})(m_{2} + v_{2} + u_{2})\right) \]
\[ + \epsilon^3 \left(-\Delta v_{2} - \Delta u_{2} + \frac{1}{2}f'''(\tilde{m})(m_{2} + v_{2} + u_{2})^2 \right) + \cdots . \]

We observe that most of the terms in the above computation include for example terms of the form
\[ L_{m}m_{3/2} = -m''_{3/2} + f''(\tilde{m})m_{3/2}, \quad L_{\tilde{m}}m_{1/2} = -m''_{1/2} + f''(\tilde{m})m_{1/2} \]
that are linearized operators around \( \tilde{m} \). We take in the inner expansion the derivative in \( t \) and expand \( z = \frac{d}{\epsilon} \), by making use of (4.38), to obtain that
\[ \partial_t u = \frac{1}{\epsilon} \left(-\tilde{m}' \partial_t x_0 - m'_{1/2} \partial_t x_{1/2} - \tilde{m}' \partial_t y_1\right) \]
\[ + \frac{1}{\epsilon \sqrt{\epsilon}} \left(-\tilde{m}' \partial_t y_{1/2}\right) \]
\[ + \frac{1}{\sqrt{\epsilon}} \left(-m'_{1/2} \partial_t x_0 + \partial_t u_{1/2} - m'_{1} \partial_t y_{1/2} - m'_{1/2} \partial_t y_1\right) \]
\[ + \sqrt{\epsilon} \left(-m'_{1/2} \partial_t x_1 - m'_{2} \partial_t y_{1/2} - m'_{3/2} \partial_t x_0 - m'_{3/2} \partial_t y_1 + \partial_t u_{3/2}\right) \]
\[ + \epsilon \left(-m'_{1} \partial_t x_1 + \partial_t v_1 - m'_{2} \partial_t x_0 - m'_{3} \partial_t y_1 + \partial_t u_{2}\right) \]
\[ + \epsilon^2 \left(-m'_{2} \partial_t x_1 - \partial_t v_{2}\right) \]
\[ + \epsilon^3 \left(-m'_{3} \partial_t x_1\right) \]
\[ + \epsilon \sqrt{\epsilon} \left(-m'_{3} \partial_t x_1 + \partial_t v_{3/2} - m'_{3/2} \partial_t y_{1/2}\right) + \cdots . \]

Note that the free boundary problem should not depend on \( \epsilon \); thus by further expansion we get:
\[ u_{1/2}(x_{0}(t) + \sqrt{\epsilon}y_{1/2}(\tau) + \epsilon(x_{1}(t) + y_{1}(\tau))) = u_{1/2}(x_0) \]
\[ + \sqrt{\epsilon}u_{1/2}(y_{1/2} + \sqrt{\epsilon}(x_{1} + y_{1})) + \frac{1}{2} \epsilon u_{1/2}''(x_{0})(y_{1/2} + \sqrt{\epsilon}(x_{1} + y_{1}))^2 + \cdots . \]
In those expressions we utilize that \( f''(\bar{m}) - f''(1) = -3\sqrt{2}\bar{m}' \), and collect the various orders of terms. Thus, by collecting the \( O\left(\frac{1}{\epsilon^3}\right) \) we obtain

\[-\bar{m}'' + f'(\bar{m}) = 0,
\]

which justifies (and enforces) the choice of the standing wave \( \bar{m} \) as the highest order term in the inner expansion. Collecting the order \( O\left(\frac{1}{\epsilon^2\sqrt{\tau}}\right) \) terms we get

\[
\mathcal{L}\bar{m}m_{1/2} + f''(1)\Delta u_{1/2} + \left(f''(\bar{m}) - f''(1)\right)\Delta u_{1/2} = 0. \tag{4.40}
\]

The operator \( \mathcal{L} \) is self adjoint on \( L^2(\mathbb{R}) \), and has a null space spanned by \( \bar{m}' \).

Therefore, the condition for solvability of \( \mathcal{L}\bar{m}m_{1/2} = g \) is

\[
\int g(z)\bar{m}' \, dz = 0,
\]

where

\[
\mathcal{L}\bar{m}m_{1/2} = -f''(1)\Delta u_{1/2} - \left(f''(\bar{m}) - f''(1)\right)\Delta u_{1/2} = -2\Delta u_{1/2} - c\Delta u_{1/2}.
\]

By applying the Fredholm alternative solvability condition, we compute

\[
\begin{align*}
\int_{\mathbb{R}} \bar{m}' \left(2\Delta u_{1/2}(x_0) + c\bar{m}' \Delta u_{1/2}(x_0)\right) \, dz &= \Delta u_{1/2}(x_0) \int_{\mathbb{R}} \bar{m}' f''(\bar{m}) \, dz = \\
\Delta u_{1/2}(x_0) \int_{\mathbb{R}} \bar{m}'(3\bar{m}^2 - 1) \, dz &= \Delta u_{1/2}(x_0) \left[ 4 - 6 \int_{\mathbb{R}} \bar{m}^2\bar{m}' \, dz \right] = \\
\Delta u_{1/2}(x_0) \left[ 4 - 6 \int_{\mathbb{R}} (\bar{m}^3)' \, dz \right] &= \Delta u_{1/2}(x_0) \left[ 4 - 4 \right] = 0.
\end{align*}
\]

Thus, expected compatibility conditions hold as identities and we do not reach to inner interfaces boundary conditions on the limit. More specifically, before matching in equation \( \partial_t u = \Delta(-\epsilon\Delta u + \epsilon^{-1}f'(u)) + \frac{1}{\sqrt{\epsilon}}\xi(x, \frac{t}{\epsilon}) \) using inner solution, we may multiply by \( \epsilon^2\sqrt{\tau} \). Then by the equality \( -\bar{m}'' + f'(\bar{m}) = 0 \) and the asymptotic result \( -m_{1/2}'' + f''(\bar{m})(m_{1/2} + u_{1/2}) = 0 + O(\epsilon^k) \), \( k > 0 \) of Fredholm alternative, we observe that all the other terms of matching equality, if smooth, are of order \( O(\epsilon^m) \), \( m > 0 \), and thus converge to zero functions as \( \epsilon \to 0^+ \).

Consequently, on the interface all the terms disappear and we end up only to principal term with

\[
\partial_t u_{1/2} = f''(1)\Delta u_{1/2} + \xi(x, \tau) \text{ on } \Omega\setminus\Gamma \tag{4.41}
\]

and all the other higher order terms that we derive from the outer expansion. The absence of inner boundary conditions is a result of the lower order approximation \( O(\sqrt{\tau}) \) which simulates a slower time scale.

The homogeneous part of the preceding linear diffusion equation is the linearization of the ill-posed problem ([19])

\[
\partial_t u_{1/2}(x, \tau) = \Delta(f'u_{1/2}(x, \tau)),
\]

in \( \tau \) time scale. This is a strong indication that time and space scales, and asymptotic expansion orders have been correctly chosen. So, the inner boundary remains fixed while oscillations only in \( \Omega\setminus\Gamma \) are observed.
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